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Spatial Data Infrastructure 

• A  framework of spatial data, metadata, 
users and tools that are interactively 
connected 

• In order to use spatial data in an efficient 
and flexible way 

• The technologies, policies, standards, 
human resources, and related activities 
necessary to acquire, process, distribute, 
use, maintain, and preserve spatial data 
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http://en.wikipedia.org/wiki/Geodata
http://en.wikipedia.org/wiki/Metadata


Software components 

A SDI should enable the discovery and delivery of spatial data from 

a data repository, via a spatial service provider, to a user. As 

mentioned earlier it is often wished that the data provider is able to 

update spatial data stored in a repository. Hence, the basic software 

components of an SDI are 

a software client - to display, query, and analyze spatial data (this could 

be a browser or a Desktop GIS), 

a catalogue service - for the discovery, browsing, and querying of 

metadata or spatial services, spatial datasets and other resources, 

a spatial data service - allowing the delivery of the data via the Internet, 

processing services - such as datum and projection transformations, 

a (spatial) data repository - to store data, e.g. a Spatial database, 

GIS software (client or desktop) - to create and update spatial data 

International Standards- to facilitate an interoperable framework across 

nations 
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http://en.wikipedia.org/wiki/Spatial_database


 Terrian： 

 36,000 Km2  with  26,000 Km2  slope land (73%) 

 peak: 3952 m  

 Population： 

  23 million 

 Land use： 

 Flat land: 24% 

 permanent crops: 1% 

 forests and woodland: 55%  

 other: 20% 

 Natural hazards： 

 earthquakes and typhoons. 

 



Philippine sea plate 

Eurasian Plate 





Temperature increases 
about 1.4℃ in the last 100 

years (1901-2006). 

Number of typhoons 
increased  dramatically 
after 2000. 

Climate Change in Taiwan 
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SDI in real-world applications 
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Monitoring Stations 

Debris Flow Monitoring Station×17 

Landslide Monitoring Station×3 

Sediment Concentration Monitoring Station×3 

Mobile Debris Flow Monitoring Vehicle ×3 

Portable Unit ×14 
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01.白布帆站      (Baibufan Station)  

02.九份二山站  (Jiufen-Ershan Station) 

03.神木站          (Shenmu Station) 

04.上安站          (Shang-an Station) 

05.郡坑站          (Jyunkeng Station) 

06.豐丘站          (Fongciou Station) 

07.大粗坑站      (Dacukeng Station) 

08.鳳義坑站      (Fongyikeng Station) 

09.射馬干站      (Shemangan Station) 

10.華山站          (Huashan Station) 

11.大興站          (Dasing Station) 

12.豐山站          (Fongshan Station) 

13.松鶴站          (Songhe Station) 

14.坪頂站          (PingDing Station) 

15.蘇樂站          (Suru Station) 

16.玉峰站          (Yufong Station) 

17下田埔站       (Shiatainpu Station) 

18.羌黃坑站      (Cianghuangkeng Station) 

19.集來站          (Jilai Station) 

20.來義站          (Laiyi Station) 

21.大鳥站          (Daniao Station) 



Debris Flow Information System Satellite communication  

Information-receiving center 



Mobile debris flow monitoring station 



Portable Unit  

Container and Carrier Design Aluminum-alloy carrier 
Carry on shoulder or 
drag by hand 
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50cm 

63cm 

CCD box 

Power Units 

Main 
Box 

35cm 

96cm 

56cm 
23cm 

16cm 

20kg 

10kg 

Full-Function Model 

35kg 
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Military-standard box 
Use cables and nails to 

fix the box.  



Portable Unit  

 

Touch 
Screen 

Control 
interface 

Rain 
gauge 

Data 
Transmitter Power 

Units 

Data 
Processing 
Units Soil 

water 
moisture 

Geophone 
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Landslide Monitoring 

Carry on portable unit Setup Mobile Station 

security 
Carry down to top of 

the landslide 



Landslide Monitoring 

Setup portable unit 

Working 
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Data Center 

Wire 
Sensor 

Geophone 

Soil moisture 
sensor 

CCD 

Wind speeds  
and  

directions  
sensor 

Rain 
Gauge 

Water Level  



Main Equipments of UAV 

Flight Information  

console 

Flight Records 

Signal Enhancement 

module 

Power 

management 

Real-time flight 

 video monitors 

Flight Information  

console 

UAV for field Survey 



Rain gauge Soil moisture meter 

Geophone 

CCD Camera 
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Wild Box Module 
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Computing 
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SAS 

SPS 

Portable Unit3 

Agency2 
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Agency1 

GetObservation() 

SWE+PAC 



Basin-Wide Monitoring Network  

Time 

Long-term 

Monitoring On-Site Station 

On call for 

hazard alert 

and response 

Mobile Station 

Portable Unit 

Setup at upper 

streams and transmit 

data to mobile or on-

site stations. 

Combining on-site, 

mobile, and grid 

stations. 

Monitoring extends 

from a point, to a 

line, and to a plane 

covering the basin 

area. 
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Rainfall-Duration Curve of 
the Morakot & Recently Typhoons 

Compound Hazards 
Shallow 

Landslide 

Debris Flow 

Deep Landslide 

Landslide Dam 

Dam Bursting 

Flood 

莫拉克Morakot (2009) 
卡玫基Kalmaegi (2008) 
艾利 Aere (2004)  
桃芝 Toraji (2001) 
溫妮Winnie (1997) 
賀伯 Herb (1996) 
伊勢灣Isewan (1959) 

Rainfall Characteristics: 

• long duration 

• high accumulative 
rainfall 
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CCD image (front) CCD image (side) 



ShiaoLin village  



Monitoring System - Watershed Management 

Establish remote monitoring system by 
setting up digital devices to prevent 
illegal activities in the watershed area.  

The monitoring system can also be used 
as flood monitoring  system. 
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mission impossible for  long term real time monitoring 



Debris Flow Image Analysis System 

Get images from surveillance video 

Decision making 

•Scale 

•Velocity 

•Difference 

Event analyzing and classifying 

Event  notifying 

•Image Database 

•Image Analysis 
•Image Classification 

Debris Flow Image Analyzing 
System •Surveillance Video 

•Event Notification 
hadoop 

WNS+SAS

+GeoSMS 

WPS 

SWE 



Watershed Monitoring and Management System 

Vehicles monitoring on the river bed 

Security for equipments 

illegal quarrying monitoring 

Image sequences 

Motion Detection 

Object Tracking 

Event? Send email and SMS 
Y 
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Image 

Speed：15m/s 

Speed：13m/s 
System  

estimates ：13.5m/s 

System  
estimates ：18m/s 

Geophone 
 estimates ：17m/s 



Debris Flow Motion Detection System 

Menu Bar 

Scale analyzing 

Display 

Alarm light 

Velocity  analyzing 

Difference  analyzing 
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Debris Flow Image Analysis System 



OGC 
®  

Water Quality Monitoring 
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Report the status of hazards to central emergency 

operation center 

Assign response tasks to local governments 



Forest Bureau 

 Soil & Water 

Conservation 

Bureau 

Water Resource 

Agency 

Central 

Geological 

Survey 



Forest Bureau 

Soil &Water Conservation Bureau 

Water Resource Agency 

Central Geological Survey 



Integrated  
Information 

Platform 

Debris Flow Monitoring and 

Management System 

Watershed 

Forest 

River 

Road 

Bridge 

Others 

Pre-Warning Decision Support System 
Information sharing & integration between agencies 

UAV Display System 



Administrative 

interfaces 

1. Forest Bureau 

2. SWCB 

3. WRA 

Sensors Interface 

1. Rain Gauge 

2. Camera 

3. Water level 

4. Geophone… 

Publishing Interface 

1. CSV(various schema) 

2. Database 

3. OGC SOS 

4. Data logger 

5. …. 

Why don’t you speak in 

the same 

LANGUAGE??? 

Maps Interfaces 

1. Shape file 

2. Geo-database 

3. DWG/DGN 

4. WMS/WFS 

Give me nothing 

But Standards 



 Monitoring information 
service has integrated to 
debris flow forecasting 
system. 

 User can click on sensor 
location and inquire 

observation data directly. 



 Monitoring information  has 
integrated to debris flow 
forecasting system. 

 User can click on sensor 
location and inquire 
observation data directly. 

 External AP can request 
observed data published in 
service platform  

External AP 

Cite observed data 



Execute a buffer process 

Sensor Alert Service (SAS) 

Web Processing Service (WPS) 

req 

res 

Subscribe to a radiation alert 

Emergency Management Agent 

req 

Geosynchronization Service (GSS) 

req 

res 

GeoAtom alert with 
radiation point 

POST a buffered GeoAtom CHANGEFEED 



 Monitoring information 
service has been 
integrated into debris flow 
pre-warning system. 



x 

y 

z 

500 HZ 

1.7GB/Sensor/Station/Day 

 

First Debris Flow 

Second Debris Flow x 

y 

z 

Geo phone sensor 



Copyright ©  2008, Open Geospatial Consortium, Inc., All 

Rights Reserved. 

By wavelet 

algorithm 

By IDW or 

Kriging 

algorithm 

Co-op with ifGI, 

University of 

Muenster 

 52° North WPS (WPS 
Specification 1.0.0) 

 full support for UNICORE 6 grid 
middleware 

 processing is done in GRID at 
Jülich Supercomputing Center 
(JSC), Germany 

 input data is dynamicaly 
transferred into GRID 

Feng Chia University+ 

University of Muenster 



../動態連結檔/研發部/Earthquake.swf
../動態連結檔/研發部/Aviation.swf
../動態連結檔/研發部/Change Detection.swf


Disaster Management SBA Scenario 

Near-real time vehicle dispatching 

GEOSS Architectural Implementation Pilot-3 

Disaster Management Working Group 

GIS Center, Feng Chia University(GIS.FCU), Taiwan 

Infoterra, SPOT Image, France 

University of Heidelberg, Germany 



 

RESPONSE 

POST-DISASTER 

PRE-DISASTER 

Deliver 
Commodity 

Save  
Life 

http://www.iconfinder.com/icondetails/3562/128/personal_user_icon


Automatic 

sensors or human 

sensors 

Events may change the 

current dispatching map 
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Integrated client A 

SOS 

(Accumulated precipitation) 
Observation 

over the 

threshold 

 

Pre-Disaster 

SOS 

(Typhoon Path) 

SAS 

Typhoon  is 

approaching 

res 

req 

Send typhoon 

notification 
Push data 

Dispaly 

typhoon path 

Activate monitoring 

services 

req 

res 
Send in-situ 

notification 

show in-situ 

data Request  data 

Actuator 

Push data Push data 



要放fema的avi 



要放我們系統的avi 



Web Service 

(Traffic report ) 

Integrated 

client  B 

WFS 

(Flooding area) 

Web Service 

(Accumulated precipitation) 

WPS 

(dispatching route) 

res 

res 
Request for a 

dispatching route  

res 

Porduce dispatching 

map V0 

req 

req 

req 

res 

req 

req 

Request for producing 

the dispatching map 

Actuator 

../動態連結檔/研發部/GeossAIP-3(Realtime_dispatching).wmv


Cloud Computing 

SaaS 

PaaS 

IaaS 

DaaS 

Spatial Data as a Service 

is a recent invention that is not resident in the 
cloud IaaS/PaaS/SaaS service stack 

does not have a clear definition 

DaaS is actually SaaS that delivers data 

56 



Example of DaaS 
provide ways to utilize a wide range of free Web-accessible datasets 

in various ways, including map displays and limited spatial analysis 

http://www.google.com/publicdata/home 
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http://www.google.com/publicdata/home


KML 

MIS DB 

WMS, WFS, 

WCS 

SOAP, REST based W.S. 

Grid/Cloud Infrastructure 

Services 

Portal 

OASIS BPEL 

OMG BPMN 

… 

Developer 

client 

OASIS WS-* 

WPS, OGSA, 

WSRF 

Hadoop 

Java, 

C/C++, 

C#,… 

http 

A cloud/grid computing enabled disaster decision 

infrastructure 



C
lient

E
xecute

G
etC

apabilities

D
escribeP

rocess

Spatial Cloud Computing Platform

Linux

Hadoop(雲端作業環境)

MapReduce
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GIS Cloud Service(雲端服務)

Input
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(3) 
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Examples of Cloud Enabled SDI 

FGDC GeoCloud, USA 

SkyEyes Cloud, Taiwan 

60 



61 

FGDC(Federal Geographic Data 

Committee) GeoCloud 



GeoCloud Sandbox Initiative 

 One-year hosting of geospatial data and applications, 
funded by FGDC, in external Cloud environments 

 Anticipated outcomes: 
Identify requirements-driven solution architectures for various 
sized deployments of geospatial data and services 

Document and assess cost models to support scalability, 
reliability, and redundancy 

Expedite FISMA certification and accreditation for agency 
adoption of packaged solution architectures 

Support and collect cost comparison information from 
agencies for existing and externally-hosted Cloud solutions 

Doug Nebert, FGDC 



Timeline 

 Jan 2010 – Identify geospatial solutions to be hosted 
(data, compute, applications) 

 April 2010 – Begin acquisition of leased Cloud 
resources for deployment 

 June 2010 – Deploy agency data/apps into Cloud envt 
and begin monitoring 

 Feb 2011 – Hold workshop on mid-term Best Practices 
and capabilities 

 June 2011 – Complete hosting cycle 

 October 2011 – Publish best practices, observations, 
and recommendations 

Doug Nebert, FGDC 



Candidate Geospatial Applications 

USFWS National 

Wetlands Inventory 

Census Bureau 

TIGER/Line data 

NOAA IOOS 

Catalog 

NOAA ERDDAP 

Service 

USGS National 

Elevation Dataset 

USGS TNM tiled 

data and viewer 

EPA Region 1 Lakes 

and Ponds data  

NOAA Particle 

Tracking Model 

Doug Nebert, FGDC 



Notional Cloud Computing Stack 
http://en.wikipedia.org/wiki/Cloud_computing 

• GSA(General Service 
Administration) apps.gov 
will be offering 
Infrastructure as a Service 
(IaaS) solutions for 
acquisition 
• This is roughly equivalent 
to “shared-hosting” of raw 
computers with an 
operating system in the 
Cloud domain 

Doug Nebert, FGDC 



Platform as a Service (PaaS) 

“A cloud platform (PaaS) delivers a 
computing platform and/or solution stack 
as a service, generally consuming cloud 
infrastructure and supporting cloud 
applications. It facilitates deployment of 
applications without the cost and 
complexity of buying and managing the 
underlying hardware and software layers.” 

 

The GeoCloud intends to pilot the 
deployment of candidate services or 
solutions architectures (suites of software) 
on top of the GSA IaaS to provide common 
geospatial capabilities. GSA will venture 
into PaaS next. 

http://en.wikipedia.org/wiki/Cloud_computing 

GSA IaaS 

Doug Nebert, FGDC 

http://en.wikipedia.org/wiki/Platform_as_a_service


Fleet Management-Probe Vehicles 

Tanker 
Trucks 

Fire Trucks 

Trash 
Trucks 

Tow Trucks 

Refrigerator 

Vans 

Ambulances 

Freight 
Trucks 

Police Cars 

Tourist 

Buses 



Probe Vehicles 

Copyright ©  2010 Open Geospatial Consortium 
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SkyEyes Cloud 

Custom Services Transportaion Agencies 

Order 

Routing Log 

Scheduling 



Probe Vehicles 

Vehicles 

Detectors Driving 

Recorders 

CCTVs 

Traffic Information 

Publisher 

Collect SOS 
Register 

CAT 
Register 

SensorML 

O&M 

Bind 

Search 

SOS 

Clients 

Other 

Services 

Register 

WFS 

Publish 



HDFS 

Hadoop 

Replicate 

Copyright ©  2010 Open Geospatial 

Consortium 

Traffic  

Information 

Processor 
HBase 

Web 

Services 

Senor 

Data 

Clients 
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速度(或溫度,轉速等其他
資訊)的變化曲線 

軌跡 

歷史記錄
資料 

時間軸 

Real-time log analysis 



Status 

Vehicles under controlling ：5000+ 

Data capacity(per day)：3 M records 

RDBMS :Microsoft SQL Server 2005 

Total historical data： 

From 2002 

3.6 Billion Records 



Challenges 

Database payload 

Only 3 months data can be stored 



Solution 

Cloud Computing 

Distributed database 

High Availability 

High Scalability 

High Extensibility 

 

http://hadoop.apache.org/
http://hbase.apache.org/


HBase 

HBase is an open source, non-
relational, distributed database modeled 
after Google'sBigTable and is written in  

Features 
Distributed 

Column-Oriented 

Multi-Dimensional 

High-Availability 

High-Performance 

 

http://en.wikipedia.org/wiki/Open_source
http://en.wikipedia.org/wiki/Relational_model
http://en.wikipedia.org/wiki/Distributed_database
http://en.wikipedia.org/wiki/Google
http://en.wikipedia.org/wiki/BigTable


Data Model 

http://wiki.apache.org/hadoop/Hbase/ 



System Architecture 



Heterogenous data service 

• By using web service 

HBase 

.NET Java PHP 

WebServices 

HBase Thrift 



A simple client 





Conclusion 

Cloud computing will be pervasive 

Conquer the challenges of incredible huge 
data storage and processing 

OGC web services are ready-made for cloud 
computing 

Much remains to be done 

Science, commerce, government, education 
can’t benefit fully from state-of-the-art 
technologies until the social, institutional, 
behavioral and commercial parts of the 
information infrastructure have matured. 
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